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Abstract. Morals play an important role in why storytelling developed,
and help provide stories with structure. We describe a storytelling system
which generates short stories that convey one of six common morals
identified in Aesop’s fables. Morals are represented in terms of patterns of
character emotions that arise during the course of a story. To evaluate the
system’s effectiveness, we compare system-generated stories with human-
authored stories and random event sequences. We find system-generated
stories convey morals significantly better than random.
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1 Introduction

Storytelling has long been an integral aspect of human culture, particularly as
a mechanism for education and conveying important information [1]. To achieve
this, most traditional stories and fables were imbued with a message or lesson: the
story’s moral. This aspect of storytelling can be leveraged by storytelling systems
as a framework for story structure, paving the way for interactive stories which
adapt to convey appropriate morals based on readers’ choices. Such systems
could have a significant impact in education, particularly for children. Here we
take the first steps towards this goal, by building a storytelling system that
generates stories with morals. To achieve this we need to represent morals. Dyer’s
Thematic Abstraction Units (TAUs) [2] were developed for concepts similar to
morals, but have quite a complex structure. We seek a representation using
simpler constructs, and propose the use of sequences of character emotions.

2 Related Work

There has been considerable work in applying emotions to storytelling systems.
However, this has mostly been for developing character agents [3–5] rather than
the structure or plot of a story. A notable exception is Mexica [6], which uses
emotional links and tensions between characters for plot construction, but it
draws on only two emotions. A relationship between emotions and morals has
similarly been proposed in existing work [7, 8], but again the focus was on agent
design. In our work we use a broad range of emotions for planning story trajec-
tories, rather than governing agent behaviour.



3 Moral Storytelling System (MOSS)

Even very simple stories require modelling three elements: action, character and
plot [9]. The Moral Storytelling System (MOSS) consists of three layers: Action,
Emotion and Moral, which correspond to action, character and plot respectively.
It was built using Answer Set Programming (ASP) [10], with each layer imple-
mented declaratively as a logic program. We used the Potassco suite of Answer
Set solving tools [11] to generate solutions. A Perl script converts the output
into a text description of the events, their outcomes and characters’ emotions.

3.1 Action Layer

The Action Layer models the physical aspects of the story world. This includes
characters, properties of the world (fluents), available actions, their effects, and
any restrictions on when actions can be performed, all encoded as ASP rules and
constraints. We distinguish between fluents (properties of the world that can be
true or false) and consequences (outcomes of actions, corresponding to changes
in value of fluents). To demonstrate that our moral rules can be applied across
multiple domains we implemented three distinctly different story worlds.

3.2 Emotion Layer

Of the many emotion theories proposed over the years [12–15] we chose to base
our work on the OCC theory [16], which was designed with computational mod-
elling in mind. Table 1 lists the OCC emotions and their definitions in MOSS.
Our implementation is largely based on Adam, Herzig and Longin’s logical for-
malisation [17], thus we use their terminology to present our definitions:

– Beli(c): Agent i believes consequence c is currently true.
– Expecti(c): Agent i considers consequence c to be probable and does not

believe it is currently true.
– Desi(c): Agent i considers consequence c to be desirable.
– Idli(a): Agent i considers action a to be ideal.

Adam, Herzig and Longin exlcude Love and Hate, which are used in the OCC
theory to define other emotions; our definitions are more faithful to the original
OCC descriptions in this regard. To keep our belief model simple, characters’ de-
sires and ideals do not change as a story progresses, and we assume omniscience.

3.3 Moral Layer

Many morals of varying complexity appear in stories. The morals we investigate
are derived from Aesop’s fables [18], which we categorised by moral in previous
work [19]. In this study we deal with 6 morals: Retribution, Greed, Pride, Real-
istic Expectations, Recklessness and Reward. We developed rules for each moral
in terms of the OCC emotions based on an analysis of the relevant fables. Figure
1 shows the rules for each moral. The time-points are not necessarily consecu-
tive, but in general T1 < T2 < T3. For agent-based emotions, if no target agent
is specified the emotion can be felt towards any agent in the story.



Table 1. The OCC emotions and how they are defined in MOSS

Emotion Type MOSS Definition

Joyi(c) Event-based Desi(c) and Beli(c)

Distressi(c) Event-based Desi(¬c) and Beli(c)

Hopei(c) Event-based Desi(c) and Expecti(c)

Feari(c) Event-based Desi(¬c) and Expecti(c)

Satisfactioni(c) Event-based Joyi(c) and previously Expecti(c)

FearsConfirmedi(c) Event-based Distressi(c) and previously Expecti(c)

Disappointmenti(c) Event-based Distressi(c) and previously Expecti(¬c)
Reliefi(c) Event-based Joyi(c) and previously Expecti(¬c)
HappyFori,j(c) Event-based Beli(c) and Beli(Desj(c)) and Lovei(j)

Pityi,j(c) Event-based Beli(c) and Beli(Desj(¬c)) and ¬Hatei(j)

Resentmenti,j(c) Event-based Beli(c) and Beli(Desj(c)) and Hatei(j)

Gloatingi,j(c) Event-based Beli(c) and Beli(Desj(¬c)) and Hatei(j)

Admirationi,j(a) Agent-based Idli(a) and j successfully performs a

Reproachi,j(a) Agent-based Idli(¬a) and j performs or attempts a

Pridei(a) Agent-based Idli(a) and i successfully performs a

Shamei(a) Agent-based Idli(¬a) and i performs or attempts a

Lovei(j) Object-based Admirationi,j(a)

Hatei(j) Object-based Reproachi,j(a)

Gratificationi(a, c) Compound Pridei(a) and Joyi(c)

Remorsei(a, c) Compound Shamei(a) and Distressi(c)

Gratitudei,j(a, c) Compound Admirationi,j(a) and Joyi(c)

Angeri,j(a, c) Compound Reproachi,j(a) and Distressi(c)

4 Evaluation

We conducted a survey asking participants to read MOSS stories, decide whether
each has a moral, and if so select that moral from a list. The proportion of stories
classified correctly provides a measure of system performance. The difficulty is
story interpretation is extremely subjective. Even human-authored stories would
not be expected to score perfectly, but can be considered an upper threshold.
Thus our survey incorporates three story types: MOSS stories, human-authored
stories, and event sequences without any of the emotion patterns corresponding
to MOSS morals (we call these random). Authors of the human stories were
instructed to work within the MOSS domains, to ensure a consistent scope for
all stories, and the MOSS text generation script was used to produce the text, so
our results reflect the quality of the story plans rather than the text generation.
We randomly selected 210 stories spread across the domains, story types and
morals; each participant was shown 9 with the option of responding to more.
We expected human-authored stories to perform best, but for MOSS stories to
lie closer to human story performance than random event sequences.

We collected 831 story responses from 78 participants, covering each story an
average of 4.0 times. In aggregate this yields an average of 138.5 responses per
moral. Table 2 presents the data in confusion matrices. Although performance



Retribution Type 2Time

T2

distress: Agent1

reproach: Agent1

NOT joy: Agent1

        pride: Agent1

        disappointment: Agent1

        distress: Agent2

anger: Agent1 at Agent2

NOT anger: Agent2

       

anger: Agent2 at Agent1

Retribution Type 1

anger: Agent2 at Agent1T1

Greed Type 2Time

T2
distress: Agent1 (about -X)

NOT distress: any other agent

satisfaction: Agent1

shame: Agent1

satisfaction: Agent1

shame: Agent1

Greed Type 1

satisfaction: Agent1 (about X)

shame: Agent1

reproach: Agent2 at Agent1

NOT distress: Agent1

T1

distress: Agent1

reproach: Agent1

NOT joy: Agent1

        distress: any other agent

T3

Realistic ExpectationsTime

T2

distress: Agent (about -X)

reproach: Agent

NOT distress: any other agent

disappointment: Agent

NOT satisfaction: Agent

NOT joy: Agent1

        satisfaction: Agent

Pride

pride: Agent

joy: Agent (about X)
T1

Recklessness Type 2Time

T2
fearsconfirmed: Agent

remorse: Agent

fear: Agent

Recklessness Type 1

distress: Agent

satisfaction: Agent

NOT admiration: Agent

         reproach: Agent

T1

Reward Type 2Time

T2

gratitude: Agent1 at Agent2

NOT gratitude: Agent2

joy: Agent1

admiration: Agent1

NOT distress: Agent1

         shame: Agent1

         relief: Agent1

         joy: Agent2

gratitude: Agent2 at Agent1

Reward Type 1

gratitude: Agent2 at Agent1T1

Fig. 1. Rules for morals in terms of the OCC emotions



varies between morals, in most cases the human stories had the best recall and
precision, and random stories the worst. As expected, MOSS stories generally lie
in between, with the exception of Pride (where they perform worse than random)
and Realistic Expectations (where they perform better than human).

5 Conclusion and Future Work

The effectiveness of MOSS stories in conveying morals was comparable to human-
authored stories in the given domains, particularly relative to random event se-
quences. The relatively poor performance of many human stories highlights both
the restricted nature of the domains and the ambiguity inherent in storytelling.
Although further rule refinement is required, we found emotion patterns corre-
sponding to morals were useful for imparting structure to stories. However, there
are several areas for future work. Our emotion model encompasses all the OCC
emotions, but not the associated intensity variables. Assigning a numeric valence
to emotions would allow more fine-grained control over a story. Data from other
collections of fables could be used to improve the moral rules. Permitting incor-
rect beliefs would let us investigate a broader range of morals, and with richer
story domains we could explore the impact of the domain restrictions.
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